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Select Outcomes - Photonics TWG Chapter

• Where can photonics advance bandwidth density in interconnects

• Where can photonics advance high performance computing 

• Where can photonics advance Data Centers



Co-Integration GF CLO45
● Data rate limited by clocking circuitry. Clock distribution circuits limit 

the maximum reliable speed clock

○ VDD: 850mV +/- 6% � 799mV
○ Temperature range: -40, 65 

and 125
○ CLK Fmax: 14GHz WC SSLLLL

● Using quarter-rate clocks in NRZ 
(most efficient architecture Today) it 
is possible to achieve 25Gb/s for 
~6dB loss @ 12.5GHz ~2pJ/b



Co-Integration GF CLO45
● Ayar Labs : tested chiplet with 

8 macros x 8𝝀 x 25Gb/s NRZ 
upto AIB interface
(~4pJ/b without laser)

● Ranovus : tested chiplet up to 
equalization. Using 22nm PAM4 
interface for 100Gb/s per 𝝀. 
(2.5pJ/b without laser)

● Lightmatter: tested chiplet with 
32 macros x 32Gb/s NRZ before 
UCIe (~2pJ/b without laser)

● Luminous: (NA)
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Optical Capable Interposers ùú

Passage™ Alpha Link Performance
Model, loss, and data rates
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Rx 
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Modulator
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Link Characteristics
- úù Gbps per channel NRZ

- ü mW laser power at each Tx

- ÷.ü dB/cm waveguide loss

- ÷.÷ÿ dB per MZI

- ÷.÷ùÿ dB per crossing

- ÷.÷÷û dB per reticle crossing

- ø.ø A/W detectors

Supports high-rate UCIe including øý, úù Gbps

Circuit 
Switch 

Network

úù links per tile, úù Gbps per link (NRZ), ûÿ Tiles -> ûÿ Tbps



AMD Instinct MI300 (AI-HPC)

128GB HBM3 / 8 dies 16GB per die @6.4Gbs - 3pJ/b?)
16 x 64-bit channels → 819.2GB/s → 6.5Tb/s per die! 
(1~2ns latency) → vertical cache!

Application Driver
● ChatGPT model requires 175B parameters ~ at 32b = 

700GB or 5.6Tb of storage
● ChatGPT will require 20 dies of 32GB HBM
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Management Function, Per-Row 
Hammer Tracking, Multi-Step Pre-
charge, and Core Bias Modulation 
for Security and Reliability En-
hancement.”

CIM
Memory still turns out to be the bot-
tleneck to performance and energy 
not only for traditional architectures 
but also for non-Von Neumann archi-
tectures, including deep learning and 
potentially other emerging noncon-
ventional computing paradigms. In-
novations in CIM continue to improve 
energy and area efficiency while 
maintaining overall network accuracy. 
This session showcases the latest de-
velopments in SRAM-based CIM with 
increased energy efficiency, through-
put, precision, and accuracy. Both 
analog and digital CIM papers are pre-
sented this year. National Tsing Hua 
University reports the hybrid domain 
floating-point SRAM CIM macro. The 
University of California, Santa Barbara 
introduces a continuous-time latch-
based Ising machine implementation.

High-Reliability and  
High-Density DRAM
Industry requires ever-increasing 
DRAM performance and density for 
various applications (Figure 26). 
Furthermore, the ability to curtail 
row hammer attacks has been a 
challenge to DRAM design, with im-
provements already discussed in 
other research areas. This year, this 

reliability enhancement is applied 
to a 16-Gb DDR5 DRAM, and a 24-Gb 
DDR5 with the highest density is pre-
sented in a fourth-generation 10-nm 
DRAM technology.

NVM
In the past decade, significant in-
vestment has been put into emerg-
ing memories to find an alternative 
to floating-gate-based NVM. Emerging 
NVMs, such as phase-change memory, 
FeRAM, STT-MRAM, and RRAM, are 
showing the potential to achieve these 
high-cycling capabilities and lower 
power-per-bit read/write operations. 
However, conventional flash memories 
are continuously improving, reaffirm-
ing them as the mainstream today 
and into the near future. This year’s 
papers report improvements in write 
performance (194 MB/s) and read 
performance (34 µs) for conventional 
3D triple-level cell (TLC) flash memo-
ries. Also reported are improvements 
in memory bit density for TLCs (more 
than 20 Gb/mm2) through advance-
ments in 3D architectures, more than 
300 stacked WLs, and, for the first 
time, 5 b/cell (PLC) with the highest 
bit density (23.3 Gb/mm2). Figure 23 
presents NVM capacity trends.

NAND Flash Memory
NAND flash memories continue to 
advance toward higher density, lower 
power, and higher performance, re-
sulting in low-cost storage solutions 
that are replacing traditional mag-

netic hard disk storage with SSDs. 
3D memory technology is the main-
stream for NAND flash memories in 
mass production by semiconductor 
industries. Periphery under the ar-
ray is currently the reference archi-
tecture for TLCs, quad-level cells 
(QLCs), and PLC: it is enabling higher 
bit density and multiple planes for 
throughput improvement. The state 
of the art for high-performance TLCs 
uses more than 300 stacked WLs. 
This year, for the first time, 5 b/cell 
will be presented, showing the high-
est bit density in the industry. Indus-
tries confirm investments to improve 
performance and bit density, which 
is expected to continue. Figure 27 
gives the observed trend in NAND 
flash memory density at ISSCC over 
the past 20 years (and for the first 
time, the PLC device is reported).

Innovative Topics: Medical

Subcommittee Chair: Rikky Muller, 
University of California, Berkeley, 
Berkeley, CA, USA
Biomedical systems that interface with 
the body and nervous system in wear-
able and implantable applications 
continue to evolve toward more intel-
ligent, multimodal, and high-perfor-
mance solutions as well as closed-loop 
operation. Wearable and implantable 
SoCs record weak biological signals 
with high accuracy, stimulate neural 
activity, and extract key biological fea-
tures under stringent power and size 
constraints. These new SoCs pave the 
way toward intelligent microdevices 
that enable innovations in health tech-
nologies with long-term measurement 
to treat on demand.

State-of-the-art biomedical ICs 
and systems have further advanced 
this year at ISSCC 2023, with more 
intelligence as a significant trend in 
implantable and wearable devices 
while improving DR, power efficiency, 
and input impedance in the AFE and 
providing more application-orient-
ed system-level integration toward 
closed-loop operation in interfacing 
with both the central and periph-
eral nervous systems. Multimodal 
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FIGURE 26: The DRAM data BW growth. LPGDDR: low-power GDDR; WIO: wide I/O.
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According to AMD, MI300 is comprised of 9 5nm chiplets, sitting on top of 4 6nm chiplets. The 
5nm chiplets are undoubtedly the compute logic chipets – i.e. the CPU and GPU chiplets –
though a precise breakdown of what’s what is not available.



TEF 2021 – The Road Ahead
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TEF 2021 – The Road Ahead

Graph concept leveraged from R. Nagarajan, Ilya Lyubomirsky, “Next-Gen Data Center Interconnects: The Race to 800G”
Adjusted to hold servers per rack constant
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Building Your Data Center
Scale-Out vs. Scale-Up– A Balancing Act

Switch BW SerDes Radix x32 Radix x64 Radix x128

12.8T 56G 400GE 200GE 100GE

25.6T 112G 800GE 400GE 200GE

51.2T 112G 1.6TE 800GE 400GE

102.4T? 224G 3.2TE 1.6TE 800GE

Improved Power Efficiency
Improved Link Utilization

Wider Radix - Scale Out 
More Layers – Scale Up

• x32 and x128 radix are prominent today
• Ethernet rates are lagging for x32 radix

• Will x32 networks migrate to x64?

• Potential need for 800GE with 8x112G Lanes

• 51.2T

• 64 x QSFP-DD800 (carrying 1x800GE) – 2RU

• Potential need for 1.6TE with 8x224G Lanes
• 102.4T

• 64 x QSFP-DD1600 (Carrying 1x1.6TE) – 2RU

• Clear need for 800GE with 4x224G Lanes
• 102.4T with 128-Radix

• 128 x QSFP-800  (carrying 1x800GE) – 4RU

or

• 64 x QSFP-DD1600 (carrying 2x800GE)-2RU
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TEF 2021 – The Road Ahead
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Future innovations will only 
be possible with silicon and 

optical integration

Si
Silicon

Op
Optics

Data Rate 

Long Haul (1000km+)

Metro (80km)

Within Building (2km)

Within Big Floor (500m)

With Small Floor (100m)

Within Rack (2m-3m)

Within System (1m)

From Package (<1m)

TodayHigher data rates and distance drive the move from copper to optics

Co-packaged Optics Is Inevitable
and viable in the 51.2T generation

8 51.2T

Data Centers. Rakesh Chopra, Cisco Systems



Conclusion
Integrated photonics is NOW REPLACING CMOS 

- delivering the low power, low cost, low latency and increased 
bandwidth density and performance required to meet the demands of 
the data and data traffic explosion that will continue rapid growth.
The physical bandwidth density needed

- to support big data, data analytics, artificial intelligence and 
neuromorphic & quantum computing is increasing exponentially. 

This will only be possible by getting optics / logic in the same package



Thank You

• Please get involved
• Emails us or leave comments 
• a.helmy@utoronto.ca
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